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Upper-bounded construals of scalars: two views

(1) Some of the goats are sick.
; BelS¬(all the goats are sick)

Pragmatic view
This inference is due to a quantity implicature.

Conventionalist view

This is not an inference at all.
Rather, some is read, in effect, as “some but not all”.
The origin of this reading is either lexical or syntactic.
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A problem with beliefs

(1) Julius believes that some of the goats are sick.
a. BelS(BelJ(¬(all the goats are sick)))
b. BelS(¬BelJ(all the goats are sick))

(1a) is an inference we would like to account for.
(1b) is the best we can do on an orthodox Gricean account.
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Problem explained

1. Could it be the case that, for all S knows,
Julius believes that all the goats are sick,
i.e. BelS(BelJ(all the goats are sick))?

2. Presumably not, for then S should have said,
“Julius believes that all the goats are sick.”
Hence, ¬BelS(BelJ(all the goats are sick)).

3. Suppose that S is competent with respect to the
proposition that BelJ(all the goats are sick):
BelS(BelJ(all the goats are sick)) ∨
BelS(¬BelJ(all the goats are sick)).

4. If so, it follows that BelS(¬BelJ(all the goats are sick)).
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Problem solved

4. BelS(¬BelJ(all the goats are sick)).
5. Suppose it is common ground that Julius is competent with

respect to the proposition that all the goats are sick:
BelJ(all the goats are sick) ∨ BelJ¬(all the goats are sick)).

6. Then it follows that BelS(BelJ¬(all the goats are sick)).
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More problems with embedded scalars

(1) Fred ordered sashimi or some of the sushi.
; Fred didn’t order all the sushi.

(2) Fred knows that Betty got many of the answers right.
; Betty didn’t get all the answers right.

(3) At least one of the girls got most of the answers right.
; At least one of the girls didn’t get all the answers right.
6; None of the girls got all the answers right.

, These problems have been solved, too.
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A fresh supply of problems (Chierchia et al., to appear)

(1) If you take salad or dessert, you pay $20; but if you take
both there is a surcharge.

(2) Exactly three students did most of the exercises; the rest
did them all.

(3) It is not just that you can write a reply. You must.

Pragmatic view:
These are not quantity implicatures.
Rather, (1)-(3) require truth-conditional narrowing of or,
most, and can.
These construals are forced by the context.

Upper-bounded construals under embedding 7 / 30



What is not at issue

On the pragmatic view, there are two mechanisms that
variously underwrite UBCs: quantity implicature and
truth-conditional narrowing.
However: the conventionalist view agrees with this.

(1) Barney stole some of the tarts.
a. BelS¬(Barney stole all the tarts) (strong)

b. ¬BelS(Barney stole all the tarts) (weak)
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What is at issue, then?

1. the nature of truth-conditional narrowing
2. the division of labour between truth-conditional narrowing

and quantity implicature
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Aside: the limits of conventionalist narrowing

(1) When Betty drinks, she DRINKS.

(2) Julius isn’t rich: he’s RICH.
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Truth-conditional narrowing vs. quantity implicature

1. The pragmatic view

a. Quantity implicature is the normal case.
b. Narrowing is a marked option in any context.

2. The conventionalist view

a. Narrowing is always a freely available option, and
therefore UBCs “occur systematically and freely in
arbitrarily embedded positions.” (Chierchia et al., to
appear)

b. This may hold even for downward-entailing and
non-monotone contexts.

The critical difference is that between [1b] and [2a].
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Systematically and freely?

(1) All the villagers have rabbits or chickens.
6; None of them have both.

(2) At least 10 of the villagers have rabbits or chickens.
6; At least 10 of them don’t have both.

(3) Only 6 of the villagers have rabbits or chickens.
6; Only 6 of the villagers have rabbits or chickens but not

both.
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Experimental evidence against conventionalism

(Geurts & Pouscoulous 2009)

 

All the squares are connected
with some of the circles.

2 true 2 false

+ No embedded UBCs.
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Experimental evidence against conventionalism

(Geurts & Pouscoulous 2009)

 

All the squares are connected
with some of the circles.

2 true 2 false 2 could be either

+ No embedded UBCs.
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Charity to the rescue?

1. Principle of Charity (Wilson, Quine, Davidson)

Try to interpret the speaker’s utterance in such a way that
it is true.

2. Preference for Truth (Chemla & Spector, Sauerland)

If a sentence is ambiguous between two readings R1 and
R2, where R2 asymmetrically entails R1, then naive
subjects will only perceive reading R1.

[2] is not the same thing as [1].
Unlike [1], [2] is not plausible at all.
[2] is contradicted by a variety of data.
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Experimental evidence for embedded UBCs?

(Chemla & Spector 2011)

The letters are connected
to the circles.
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Materials

Target sentence: “Every letter is connected to some of its circles.”

judged equally false.26 This shows that participants’ answers are
influenced by the number of items satisfying the predicate: if there
are more items satisfying P, participants rate the sentence ‘Each x P(x)#
higher (even though the sentence remains false as long as not all xs
satisfy P).

Similarly, when the literal meaning of the sentence is true, the more
strong verifiers there are, the higher the sentence is rated. In particular,
the successive differences between WEAK-2, WEAK-4 and STRONG are
all significant.27

4.4.7 An alternative interpretation: graded judgments as typicality
judgments On the face of these results, the following hypothesis
might seem plausible: the rating of each condition is driven mainly by

Figure 8 Illustrative examples of sub-conditions of the FALSE condition for the ‘some’

sentence: no letter satisfies the predicate (FALSE-0), two letters satisfy the predicate (FALSE-2),
or four letters satisfy the predicate (FALSE-4).

Figure 9 Illustrative examples of the sub-conditions of the WEAK condition for the ‘some’

sentence: two letters satisfy the strengthened predicate (WEAK-2) or four letters satisfy the
strengthened predicate (WEAK-4).

26 The Friedman rank test (testing non-parametrically the null hypothesis that all FALSE sub-
conditions are judged the same) yields a significant outcome both for ‘some’ (v2(2) ¼ 20, p < .001)
and for ‘or’ (v2(2) ¼ 17, p < .001). The relevant pairwise differences are significant (all but one at the
level p < .005).

27 Statistics for ‘some’: WEAK-2 versus WEAK-4 :W¼ 114, p < .005, WEAK-4 versus STRONG :W ¼
131, p < .001. For ‘or’: WEAK-2 versus WEAK-4 : W ¼ 112, p < .05, WEAK-4 versus STRONG : W ¼
128, p < .001.
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Representative examples of pictures corresponding to each of these
conditions are given in Figure 4. The entire set of pictures used to
instantiate these conditions in the experiment is described inAppendix 2.1.

4.2.2 Downward-entailing environments Both localist and globalist
theoreticians agree that the embedded SIs in downward-entailing
environments are, at best, marginal.15

For instance, when scalar items are embedded in the scope of ‘No’
as in (12) or (13), it is uncontroversial that the potential ‘local’ readings

Figure 4 Illustrative examples of the images used to illustrate the different conditions FALSE,

LITERAL, WEAK and STRONG for the test sentence (8): ‘Every letter is connected with some of

its circles’. We also reported below each image whether the literal (Lit), global (Glob) and local
(Loc) readings are true (T) or false (F).

15 An environment u is downward-entailing if it licenses inferences from supersets (e.g. ‘salmon’) to
subsets (e.g., ‘smoked salmon’): ‘u(salmon)’ entails ‘u(smoked salmon)’. This can be seen as
a generalized notion of negativity: ‘John didn’t eat salmon’ entails ‘John didn’t eat smoked salmon’.
Upward-entailingness (UEness) is the reversed notion (the inference should be in the other direction,
as in ‘John ate smoked salmon’ entails ‘John ate salmon’) and non-monotonicity describes
environments that are neither DE nor UE.
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P5 P6 P7

P5 P6 P7
No circles connected 0 0 0
All circles connected 4 2 0

Only some circles connected 2 4 6
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Results and discussion

P1 P2 P3 P4 P5 P6 P7
No circles connected 6 4 2 0 0 0 0
All circles connected 0 0 0 6 4 2 0

Only some circles connected 0 2 4 0 2 4 6
Mean rating 0 12 24 44 63 73 99

C&S take the difference between P5/6 and P7 to show
that embedded UBCs were derived some of the time.
But where does this leave the rest of the data?
All these data can be explained in terms of typicality.
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Aside: An experimental artifact

C&S’s informants saw every picture up to four times.
No fillers were used.
These two features could have invited comparisons between
items.
In particular, it could be that P7-items depressed the
ratings of subsequent P5/6-items.
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Aside: An experimental artifact

P5 P6
Trials in C&S’s experiment following P7 63 73
Trials in C&S’s experiment preceding P7 78 96

Minimalist replication 93 100

These findings confirm that the difference between P5/6
and P7 is an artifact of C&S’s experimental design.
This kills C&S’s argument in favour of a conventionalist
approach to UBCs.
However, C&S’s data are still interesting in their own
right, and call for an explanation.
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Typicality effects with all

All the circles are black.
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Figure 5: Mean typicality rating for the sentence ‘Every circle is black’ in situations
with ten circles. The error bars represent 95% confidence intervals. The stars repre-
sent the predicted mean typicality ratings based on the definition in (16).

7. The typicality structure of ‘some’

The typicality structure of ‘some’ was experimentally investigated by Begg
(1987). He found that “the preferred meaning of some is ‘less than half’”
(p. 62). Similar findings were obtained by Borges & Sawyers (1974) and
Newstead et al. (1987). These findings make theoretical sense. It is well
known that the typicality of an object in a category correlates negatively
with the degree to which that object represents contrasting categories (cf.
Frake 1969, Rosch & Mervis 1975, Rosch 1978, Cantor et al. 1980, Nieden-
thal & Cantor 1984). Take the category MAMMAL, which contrasts with the
categories BIRD and FISH. A bat is a poor instance of the category MAMMAL
because it has many properties in common with the category BIRD. Simi-
larly, a whale is a poor instance because it shares many properties with the
category FISH.

In a small-scale experiment, I investigated what the contrast categories
for SOME are. 22 Dutch participants were asked to read the following in-
structions, which are the standard way of determining contrasting cate-
gories (e.g. Rosch & Mervis 1975, Malt & Johnson 1992, Markman & Wis-
niewski 1997, Verbeemen et al. 2001).

A friend of yours returns from a tennis tournament. During the tour-

15

ρevery A B(S) =
n

ΣρB(ai)−1
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Typicality effects with some

Some of the circles are black.
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Figure 6: Mean typicality rating for the sentence ‘Some of the circles are black’ in
situations with ten circles. The error bars represent 95% confidence intervals. The
stars represent the predicted mean typicality ratings based on the definition in (20).

same as for Experiment 1.

8.2. Materials and design

The materials and design of Experiment 2 were the same as for Experiment
1. But in this case, the target sentence was (20):

(20) Some of the circles are black.

8.3. Results and discussion

The results for the ‘some’ condition are summarized in Figure 6. The situ-
ation with five black circles was most representative of (20). The typicality
of the other situations decreased with the distance from this prototype.
The typicality scale for ‘some’ was highly reliable (Cronbach’s a = 0.8).
Similar results were found by Degen & Tanenhaus (2011).

The results cannot fully be explained in terms of UBCs. On such an in-
terpretation, the situations with two to five black circles and the situations
with six to nine circles should have received a uniform rating. This was
clearly not the case. Moreover, if participants interpreted ‘some’ as ‘some
but not most’, the situations with six or seven black circles should have

17

ρsome A B(S) = 1− dist(S − P )2
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Chemla & Spector’s data explained

P1 P2 P3 P4 P5 P6 P7
No circles connected 6 4 2 0 0 0 0
All circles connected 0 0 0 6 4 2 0

Only some circles connected 0 2 4 0 2 4 6
Mean rating 0 12 24 44 63 73 99

(1) Every letter is connected with some of its circles.

Our analysis of ρsome entails that:
ρB(only some circles connected)
> ρB(all circles connected)
> ρB(no circle connected)

When combined with our analysis of ρevery, this yields a
near-perfect fit with C&S’s data (r = .99, p < .001).
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Conclusions and reflections

C&S’s data offer no support for the claim that UBCs
occur “systematically and freely” in embedded positions.
We have learned an important methodological lesson:

What looks like a UBC doesn’t have to be one.

We have to distinguish:
conversational implicatures (e.g. quantity implicatures)
truth-conditional content (e.g. narrowing)
typicality effects

Conceptually, these notions seem to be clearly distinct, but
empirically, things aren’t perhaps so clear. E.g.,

(1) Fred has a wonderful secretary.
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UBCs in non-monotone contexts?

(1) There was only one key that fit some of the locks.

(2) There was only one key that fit some but not all of the
locks.
≡ One key fit some but not all of the locks, and all the

others fit either none or all of the locks.

(3) There was only one key that fit some of the locks.
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Experimental evidence against (Geurts & Pouscoulous 2009)

There are exactly two circles that are connected with some of
the squares.

 

+ No evidence for embedded UBCs.
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Experimental evidence in favour (Chemla & Spector 2011)

(1) There is exactly one letter connected with some of its
circles.

5.4 Predictions

In non-monotonic contexts, localist theories predict that the local reading
exists, while globalist theories cannot derive this reading.Moreover, in the
LOCAL condition, the local reading is true, while all the readings predicted
by globalist theories are false.Hence, in the LOCAL condition (see Figure 11
for an example), globalist theories predict that the sentence is plainly false,
while localist theories predict that the sentence has a true reading.

5.5. Results and interpretation

5.5.1 Preliminary technical remarks We lost 15% of the responses in
target conditions for technical reasons (see footnote 18). See section
4.4.1 for more details about the reported statistical analyses.

5.5.2 Main result: the local reading exists Figure 12 reports the mean
ratings of the target items grouped according to which interpretation is
true: none, local only, literal only, all. All pairwise differences are
significant, except for the LOCAL vs. LITERAL conditions in the case of
‘or’.33 (The relevant Wilcoxon tests for ‘some’: FALSE vs. LITERAL:
W ¼ 126, p < .005, LITERAL versus LOCAL: W ¼ 109, p < .05, LOCAL

Figure 11 Illustrative examples of the images used to illustrate the different conditions FALSE,
LITERAL, LOCAL and ALL for the test sentence (21): ’Exactly one letter is connected with some
of its circles’. We also reported below each image whether the literal (Lit), global (Glob) and
local (Loc) readings are true (T) or false (F).

33 On a per item analysis, this difference does come out significant : U ¼ 32 (n1 ¼ 4, n2 ¼ 8), p <
.005.
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With this picture, (1) received a rating of 73%, which leads
C&S to suggest that there may be a general preference for
deriving UBCs.
Alternative explanation: this result is due to a visual
contrast within the picture.
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Experimental evidence for the alternative explanation

(1) Exactly one letter is connected to some of its circles.

(HiCon)

(LoCon)
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Results and discussion

HiCon-list LoCon-list
False 32 30

HiCon 64 –
LoCon – 37

These data confirm our hypothesis.
Besides, if Chemla & Spector’s view was correct, how could
Geurts & Pouscoulous’s data be accounted for?
Again, Chemla & Spector’s data offer no support for the
claim that UBCs occur “systematically and freely” in
embedded positions.
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